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ABOUT THE I-RIPRAP 3D SOFTWARE

Riprap rock and aggregates are commonly used in various engineering applications such as structural,
transportation, geotechnical, and hydraulic engineering. To ensure the quality of the aggregate
materials selected for these applications, it is important to determine their morphological properties
such as size and shape. There have been many imaging approaches developed to characterize the size
and shape of individual aggregates, but obtaining 3D characterization of aggregates in stockpiles at
production or construction sites can be a challenging task.

This research study introduces a new approach based on deep learning techniques that combines
three developed research components: field 3D reconstruction procedures, 3D stockpiles instance
segmentation, and 3D shape completion. The approach is designed to reconstruct aggregate
stockpiles from multiple images, segment the stockpile into individual instances, and predict the
unseen sides of each instance (particle) based on the partially visible shapes. The approach was
validated using ground-truth measurements and demonstrated satisfactory algorithm performance in
capturing and predicting the unseen sides of aggregates.

For better user experience, the integrated approach has been implemented into a software
application named “I-RIPRAP 3D,” with a user-friendly graphical user interface (GUI). This stockpile
aggregate analysis approach is envisioned to provide efficient field evaluation of aggregate stockpiles
by offering convenient and reliable solutions for on-site quality assurance and quality control tasks of
riprap rock and aggregate stockpiles. The following document provides information for users of the
I-RIPRAP 3D software to make the best use of the software’s capabilities.




TABLE OF CONTENTS

CHAPTER 1: PREREQUISITES FOR I-RIPRAP 3D IMAGE ANALYSIS....cccciiiiiiiiiiiiiiiiinnninaenennns 1
SYSTEM REQUIREMENTS .....cuuuiiisssssssssssssssssssssssssssssssssssssssssssssssssssssssssssnes 1
Minimum System ReQUIFEMENTS ... e e e e e e e e e e e e e e e e e e e e e e 1
Advanced SYStEM REQUITEIMENTS ...uuuuuuurururururuiiiururrrsrssnrsrasrsssasrerrnrsrrsarsras.r...........................—————. 1
SOTEWAre INSEAlIAtioN ..c..eeeeeeeeeeee e e 1
CALIBRATION OBJECT PREPARATION.......uuissssssssssssssssssssssssssssssssssssssssssssssssnes 2
CHAPTER 2: FIELD DATA ACQUISITION PROCEDURE ........cccciiiuiiimniiiniinniineiineiineinseinannanes 3
CHAPTER 3: IMAGE ANALYSIS WORKFLOW USING I-RIPRAP 3D.....ccccertunireniinniinniinncneancnennes 4
OPENING I-RIPRAP 3D SOFTWARE .......cuuuiiiss s ssssssssssssssssses 4

3D RECONSTRUCTION ....cuuuiiiiisssssssssssssssssssssssssssssssssssssssssssssssssssssssssssssssssssssnes 4
Generating the 3D PoiNt ClOUG ........uiiiiiiiiie it s irr e e s e e s sanaee s 4
Cleaning the 3D POINT ClOUd ......iiiiiiiiiiiiieeee ettt e e e e e e e e e e s abbreeeeeeeessennns 7

SCalE 3D POINT CIOUT ...ttt n e e 10

3D SEGMENTATION......cuu s s s s sssssssssssssssssssssssssssssssssssssnes 14

3D COMPLETION ....cuuuuiiiiiiiiiiiiiiiiiii s s s s s ssssssssssssssssssssssnes 16

Y o =31 D N 17
EXAMPLE INPUT FILES .....ccceeveeimiieierereneieieneieremememeieeememememememememememememememsmemmmsmemememsssmsmsmssesssesesee 17
EXAMPLE OUTPUT FILES .....cccovveiiiiieieieieieieneieieieieieieeeteiereeeietemerememememememememmsemssesememmmssesssessssssmee 18
Riprap Morphological Properties SUMmary Table.......ccviiiiiiiiiiiiiiee e 18

Top Views of Up-sampled Partial Point Clouds from Segmentation........ccccccccevivviiieeiiniineeennne 18
Segmented Partial POINT ClOUGS........cccuviiiiiiieiiiiiiiieeee ettt e e e e e sentrareeeseeseenns 19
Completed Point Clouds and MEShES.........cooiiiiiiiiiiiiiiie e 19
REFERENCES.....ccu ittt tieiseeeiteeiiteeseassneessesssesssrasssesssrsssssnsssansssassssnns 21




LIST OF FIGURES

Figure 1. Calibration OBjJECL. ...ciiiiuiiiiiiiiee e st s e e e e aees 2
Figure 2. Mini stockpile with calibration 0bjJECES.......ccovviiiiiiiiiii e 3
Figure 3. I-RIPRAP 3D SOftWware—wWelCOME SCrEEN.......ccuiiiiieiiie ettt e e e s 4
Figure 4. Open COLMAP fOr 3D reCONSEIUCTION....ciiiiiiiiciirreeee ettt e eeerrrreee e e e e e e ernbrraeeeeeeesesnnnraees 5
Figure 5. Initiating 3D reconstruction in COLMARP..........ouii oot e e e e e et e e e e e e e e ees s 5
Figure 6. RUNNING 3D r@CONSTIUCTION. ....ciiiiieiiiiice e e e e e e e e e et e e e e e e e eeaaaneeeeeeesesessnnnnns 6
Figure 7. Opening MeshLab for ground removal. .......ccccvvveviiiiiiiiiiiiiieeeec e e e 7
Figure 8. Importing reconstructed mesh in MeshLab. ........coocciiiiiiiiiiiiiii e 7
Figure 9. Selecting UNrelated VEITICES. ...ttt e e s s e e e s bae e e s e 8
Figure 10. Checking selected vertices in @ rotated VIEW. .......ccueiiiiriiiiiiiiiiiiecciecc e 8
Figure 11. Deleting selected UNrelated VEITICES. .......oouvciviieiiie e e e 8
Figure 12. Cleaned stockpile point ClOUG..........uveeiiiiiiiiiiiiiieeee e e e e eaaaraes 9
Figure 13. Saving the cleaned POINt ClOUd..........eeviiiiiiiiiiiiiiiie e e e e e eaaraes 9
Figure 14. Importing reconstructed project for scale calibration. ........ccccceeevviecivveeiiei e 10
Figure 15. Images for scale calibration displayed in the I-RIPRAP 3D software.......cccccceevviveeeiiiieeeenne 10
Figure 16. Labeling a calibration object in @an iMage. .........ouivuiiiiiiiiiiee e 11
Figure 17. Image list bar in I-RIPRAP 3D SOftWAIE. ....ciiiiiiiiiiiiiiee ettt see e 11
Figure 18. Calibration object coordinates reCord. ......cccocuiiiiiiiiiei i e e 12
Figure 19. Assigning measured distances between calibration objects........cccccevvveeiieiiiiiiiiiiieeeeiinns 12
Figure 20. Calculate SCAl@ BDUTLON. ...uuvvieiiiiiiiciieeeee e e e e e e sebtbeeeeeeeeesenns 13
Figure 21. Comparison between predicted locations on calibration objects in (a) an unlabeled image
and (b) @ Manually |abeled IMAZE.......cccuiiieiiee e e e e e s arrareeeee s 13
Figure 22. Showing predicted locations for calibration objects. .........ccceviiiiiiiiiiiiii e, 14
Figure 23. Hiding predicted locations for calibration objects. ........ccccceviviiiiiiniiii e 14
Figure 24. 3D segmentation DULTON. .......oiiiiiiiii e s rrae e e s e e e e e 14
Figure 25. Visualizations of point cloud segmentation “Fig 1”: (a) raw input point cloud, (b) shifted
coordinates point cloud by instance, and (c) point cloud by iNStANCe.......vvvevvveeiiiiciiirieeeec e, 15
Figure 26. Point cloud by instance [ahel “Fig 2.” ... oot e e e eeans 15
Figure 27. 3D COMPIETION FESUITS. . .uuvriieiiee ittt ettt e e e ee s e e e e e e s eeseabbbeeeeeeeeesseansraseeeseessnnnns 16




Figure 28. EXamPle iNPUL IMAEES. . .uuuriieiiiiiiiiciirieeeee e eeictrreee e e e e e s bbrere e e e e e s eesessbaseeeeeeesssessssrsneseseessnnnns 17

Figure 29. Example RIPRAP morphological properties summary table. .......cccoeevvveeiieiiiiiiiiiieeeeeeeeeeenns 18
Figure 30. Top views of up-sampled partial point clouds from segmentation. .........ccccccevviiiiiriiveennne 18
Figure 31. Segmented partial point cloud eXample. ......c.uueviiiiiiiiiii e 19
Figure 32. Opening MESILAD. ....c.uiiiiiiiiie et e e et e s s e e s s sbae e e s sabaeeeenas 19
Figure 33. Completed point cloud @XamMPIe. .....cooiiiiiiiiiee e rrre e s aaae e e 20
Figure 34. Completed Mesh @XamPIe. ... e e e e st re e e e s e e e eeans 20

Vi



LIST OF TABLES

Table 1. Minimum System ReQUIFEMENTS .....viiiiiiiiiie ittt e st e e srbre e s s sire e e s ssbae e e s s sabaeeeesanens

Table 2. Advanced System REQUIFEMENTS .......ciiiiiiiiieiiiiieeerieee et e et e e s e e s s e e s ssbae e e s s sabaeeeesasens

Vii






CHAPTER 1: PREREQUISITES FOR I-RIPRAP 3D IMAGE ANALYSIS

SYSTEM REQUIREMENTS

Minimum System Requirements

Most state-of-the-art 3D imaging algorithms and applications have been built and distributed on a
Linux Operating System (OS). The I-RIPRAP 3D software program was developed and tested in the
Linux operating environment. The GPU requirement was designed for smoothly running 3D point

cloud reconstruction. The minimum system requirements are given in Table 1.

Table 1. Minimum System Requirements

Operating System Linux
CPU 4-8 core Intel or AMD processor, 2.0+ GHz
RAM 16-32 GB
GPU NVIDIA or AMD GPU with 700+ CUDA cores/shader processor

units (For example: GeForce GTX 1080 or Radeon RX 5700)

Advanced System Requirements

Using systems with more advanced capabilities (see Table 2) can benefit I-RIPRAP 3D in two aspects:
(a) accelerate reconstruction by utilizing multi-threads and (b) obtain shorter run times using large-
scale and high-quality reconstructed 3D point clouds.

Table 2. Advanced System Requirements

Operating System Linux
CPU 6—24 core Intel or AMD processor, 3.0+ GHz
RAM 32-128 GB

1-2 NVIDIA or AMD GPU with 1920+ CUDA cores/shader

GPU processor units (For example: GeForce GTX 2080 Ti or Radeon VII)

Software Installation

UIUC’s team will pre-install the software on a high-end desktop computer with GPU.




CALIBRATION OBJECT PREPARATION

Calibration objects, which should be easily identifiable, are used during image acquisition and marker
labeling. Based on the UIUC team’s practice, it is recommended to use colorful wooden cubes as
calibration objects because (a) color helps associate the cubes with marker numbers (e.g., a blue cube
is marker #1), (b) wooden cubes have sufficient weight to remain in place in windy weather
conditions, and (c) cubes in colors distinct from the background make the marker labeling process
easier.

The set of wooden cubes can be purchased from different stores. For each block, use a black marker
pen to mark the diagonal lines and the center point on the top surface (see Figure 1). One step in
running the I-RIPRAP software entails a marker labeling procedure where the center point needs to
be identified from image views. The diagonal lines can assist with locating it. Three calibration objects
are needed during field image collection.

Figure 1. Calibration object.




CHAPTER 2: FIELD DATA ACQUISITION PROCEDURE

1. Identify the regions of interest (ROI) in the stockpile. The stockpiles at a quarry are
typically large, so inspection and imaging should target smaller regions or parts of the
stockpile to ensure sufficient reconstruction quality. Alternatively, smaller stockpiles can
be formed on-site using a front loader or other means (see Figure 2).

2. Place the color-coded calibration objects around the stockpile and measure the center-to-
center distance between two pairs (e.g., blue to red and blue to yellow). Remember to
record these measurements for each inspected stockpile.

Figure 2. Mini stockpile with calibration objects.

3. Collect either approximately 40 to 50 multi-view images or approximately 60-second all-
around videos of each stockpile, with most views covering the calibration objects.

a. ltis not strictly required that all three calibration objects be present in all images. In
fact, it is neither possible nor recommended because of occlusion in certain views.
Nevertheless, ensure the objects are mostly in sight without moving too close to the
stockpile surface.

b. Itis recommended to vary the camera height, up and down, periodically while
moving around the stockpile. This will help collect more visible sides of the
aggregates from different side views.

Note: The UIUC team used smartphone cameras. Modern smartphone cameras with a minimum
photo resolution of 8 MP are acceptable. For video, it is recommended to use video settings of 4K at
24 fps.




CHAPTER 3: IMAGE ANALYSIS WORKFLOW USING I-RIPRAP 3D

OPENING I-RIPRAP 3D SOFTWARE
1. Double click the I-RIPRAP 3D icon on the desktop (Figure 3) to open the software.

LRIPRAP 3D B D 8
D Reconat ruct i

I-RIPRAP 3D

Figure 3. I-RIPRAP 3D software—welcome screen.

3D RECONSTRUCTION

Generating the 3D Point Cloud

Generating the 3D point cloud from multi-view images is a computer vision task in the areas of
structure-from-motion (SfM) and multi-view stereo (MVS). To obtain a high-quality 3D
reconstruction, an advanced general-purpose SfM and MVS pipeline, called COLMAP (Schonberger,
2016), is integrated in the software. Follow the steps listed below:

1. Click 3D Reconstruction to initiate the 3D reconstruction step. After clicking the button, the
built-in COLMAP reconstruction window will pop up (Figure 4).




coLmaP B B @

File Processing Reconstruction Render Extras Help

3D Reconstruction LEFLdE® EED ) HIa /0 Bl - =sass

Log

save | Clear |

Ground Removal

Calculate Scale

Marker Labeling {(Show Predictions} :>

Marker Labeling (Hide Predictions? N7

3D Segmentation

3D Completion

Time 0 Images - 0 Points

Figure 4. Open COLMAP for 3D reconstruction.

2. Click Reconstruction --> Automatic reconstruction, and set the parameters as shown in Figure
5.

Automatic reconstruction X

Workspace folder |/PATH/OUTPUT

; ; . Select folder
File Processing Reconstruction Render Extras Help S
\ . kd 1o® Automatic reconstruction '] g ’ Image Folder |/PATH/TO/IMAGE
Select folder
P Start reconstruction
i Pause reconstruction Mask folder |
M Reconstruct next image | select Folder
.| Reset reconstruction Vocabulary tree |
(optional) !
&l Normalize reconstruction : Select file

[,} Reconstruction options
Data type | Individual images ~
# Bundle adjustment Quality | High -
[ Dense reconstruction
Shared intrinsics |v

Sparse model v
Dense model v

Mesher | Poisson -

num_threads |-1 :
GPU v

gpu_index (AVAILABLE_GPU_IDs

Run

Figure 5. Initiating 3D reconstruction in COLMAP.




Notes:
e Workspace folder will contain all output files and should be empty before processing.
e Image folder should contain all images for reconstructing the 3D point cloud.
e The recommended Quality level is High.
e The gpu_index default value is -1.

3. Click Run, and the algorithm will conduct the 3D reconstruction. Log information will pop up in
the Log sub-window (Figure 6).

Automatic reconstruction X | Log & B
Workspace folder /PATH/OUTPUT Save Clear
Select folder max_traversal_depth: 100 -
max_reproj_error: 2
Image folder /PATH/TO/IMAGE max_depth_error: 0.01
Select Folder max_normal_error: 10

check_num_images: 50

Mask Folder use_cache: 0
Select Folder cache_size: S
bbox_min: -3.40282e+38 -3.4028
Viocabulary tree bbox_max: 3.40282e+38 3.402B2e
(optional)
Select file Reading workspace...

2.:-.=ad:r.r_:[ workspace data with 16

Data type | Individual images ~ Elapsed time: 0.005 [minutes]
Quality High - Reading configuration...
Starting fusion with 16 thread
Shared intrinsics Fusing image [1/5] with index ¢
Sparse model v image [2/5] with index

Dense model v

» image with index
Mesher Poisson >
ing image with index

a
L7 2]
5

image [5/

5] with index
num_threads -1

GPU v

of fused points: 500394

e —— ':Zl.a'p.—:e:‘i time: 0.047 [minutes]
gpu_index | AVAILABLE_GPU_IDs | Writing output: /home/kelin/Do
4 ,

Figure 6. Running 3D reconstruction.

Note: This 3D reconstruction step will take approximately 10 minutes to 2 hours, depending on the
system configuration and the number of images.

4. Close the COLMAP reconstruction window.




Cleaning the 3D Point Cloud

The reconstructed point cloud includes unwanted objects, for example, the ground. They need to be
manually removed by professional 3D tools, like MeshLab (Cignoni, 2008).

1. Click Ground Removal to open MeshLab. After clicking the button, the MeshLab window will
pop up (Figure 7).

MeshLab 2022.02 - [Project_1] 5 & &)
& Fle Edit Flters Render View Windows Tools Help EEIE

D@wcewvmEa GIRNN 04 6@/ - Ce/METBAQTEER XX »

3D Reconstruction

Ground Removal

Calculate Scale

Marker Labeling {(Show Predictions) :>

Marker Labeling {(Hide Predictions}

3D Segmentation

3D Completion

Figure 7. Opening MeshLab for ground removal.

2. Click Import Mesh (Figure 8) to load the reconstructed point cloud under path
/PATH/OUTPUT/dense/0/fused.ply

Import Mesh

oo oaE®

& File Edit Filters Render

Import Mesh

Files of type: | All known formats ( *.es *.3ds *.ply *.stl *.0bj *.qobj *.off *.ptx *vmi" ~ || X Cancel

Figure 8. Importing reconstructed mesh in MeshLab.

3. Rotate the point cloud to make the view direction parallel with the plane of the ground (see
Figure 9).

4. Click Select Vertices and then drag the selection area to select the unrelated vertices. (The
selected vertices will turn red, as shown in Figure 9.)




elgct Vertices

ﬂz‘ AR ¢ —

Figure 9. Selecting unrelated vertices.

5. Rotate the viewport to make sure no related vertices are selected (Figure 10).

Figure 10. Checking selected vertices in a rotated view.

6. Click Delete Selected Vertices to remove the selected unrelated vertices (Figure 11).

XX

Delete Selected Vertices
Delete the current set of selected

vertices; faces that share one of the
deleted vertices are deleted too.

(FilterSelect)

Figure 11. Deleting selected unrelated vertices.




7. Repeat Steps 4 to 6 above until all unrelated vertices are removed.

Figure 12. Cleaned stockpile point cloud.

8. Click File --> Export Mesh As... to save the cleaned point cloud as “fused-clean.ply” under the
same directory as the original point cloud. Keep the default saving options and click OK (Figure

13).

Choose Saving Options for: 'fused’
Save "fused.ply” Layer x
fer_View Windows Tools _Hel Vert Face Wedge Texture Name
don stndons Jeds tew ookin: | 8 homekeinDeskiopRPRAPD comapicensen. - | O © O @ @ B ?
o B (/B computor || speree Flags Flags
9 kelin meshed-poisson ply V! Color
artss |
| /| Normal
| Additional Parameters
[
Binary encoding |V
| File game: [[fusea-cleanply ][ save \]
| Files of type: | Stanford Polygon File Format ( *.ply) - || X cancel ® Al
Help [ ok Cancel

None

Figure 13. Saving the cleaned point cloud.

9. Close MeshLab window.




Scale 3D Point Cloud

The reconstructed 3D point clouds from structure-from-motion (SfM) algorithms have scale
ambiguity. Therefore, manual labeling is necessary for calibrating the cleaned point cloud to the exact
scale.

1. Click File to specify the images used for scale calculation (Figure 14).

Select recontruction project directory x

=
Directory:  /hone/kelin/Desktop/I-RIPRAF3D/colmap/dense/0 — ‘ iﬁl

File | g

(Open Project Ctrl+0 & stereo
Save K Ctrles |:>
|

(3] | ¥
Selection: /home/kel in/Desktop/I-RIPRAP3D/colmap/dense/0 ?(

Figure 14. Importing reconstructed project for scale calibration.

Note: The location of the project folder is under the Workspace folder specified in Step 2 of
“Generating the 3D Point Cloud.” Select the correct folder. The 3D reconstruction algorithm will
generate the 3D point cloud results under dense directory starting from 0. Normally it is
/PATH/OUTPUT/dense/0.

2. Allimages will be displayed in the window after Step 1 (Figure 15).

I-RIPRAP 3D 56 &

File

3D Recanstruct ion
ey Ground Renoval
MG 5549 Calculate Scale

Marker Labeling (Shou Predictians)
Mrker Labsling (Hide Predictions)
3D Segrentation
30 Comletion

IME SR
TG 552

&
B ]

] Harker (ron Harker (Ta) Distance (Heter) =
= =
3

Harker Hane | Coord () | Coord (V)

Figure 15. Images for scale calibration displayed in the I-RIPRAP 3D software.
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Note: Users can use the mouse wheel to adjust the scale/size of the image and drag the image to
adjust the location of the image.

3. Zoom in to the calibration objects in the images, double-click the centroids of the different
color-coded calibration objects, and then add the corresponding labels (Figure 16).

Figure 16. Labeling a calibration object in an image.

Notes:
e The labeled centroids will be displayed using a red circle.
e At least two randomly selected images should be labeled to enable the algorithm to

calculate the scale. However, labeling four to five randomly selected images is
recommended to provide a better ground truth for calculating the scale.

e After labeling, the image name will be highlighted in yellow in the image list bar (Figure
17).

T i 00 j0 00000000001 T 00 00 000000
OPOODONOOHNONODODNOHONENHHNHHNN 6565

Figure 17. Image list bar in I-RIPRAP 3D software.
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4. Toremove an incorrectly labeled point, select its record in the bottom-left column and click
DELETE on the keyboard (Figure 18).

Figure 18. Calibration object coordinates record.

o

Assign the measured distances between each pair of color-coded calibration objects by double
clicking the corresponding record at the bottom of the window (Figure 19).

IRL.. - O X

y Enter the distance:
1.5

Ok

a3

Figure 19. Assigning measured distances between calibration objects.

o

Click the Calculate Scale button to calculate the scale ratio from the reconstructed mesh space
to the real-world space (Figure 20).
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3D Reconstruction

Ground Removal

Calculate Scale l

Marker Labeling {(Show Predictions?

Marker Labeling {(Hide Predictions)

3D Segmentation

3D Completion

Figure 20. Calculate scale button.

7. After the scale is successfully calculated, the predicted locations of the color-coded calibration
objects will be displayed as green triangles on each image (Figure 21).

Figure 21. Comparison between predicted locations on calibration objects in (a) an unlabeled image
and (b) a manually labeled image.

8. Randomly check the predicted locations of the color-coded calibration objects on several
images. If the predicted location is off compared to the real location, add new labels and
repeat Step 6.

Note: The visibility of the predicted locations can be toggled by clicking the Marker Labeling (Show
Predictions) button (Figure 22) and the Marker Labeling (Hide Predictions) button (Figure 23).
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30 Reconstruction

Ground Removal

Calculate Scale

Marker Labeling (Show Predictions’

Marker Labeling {(Hide Predictions)

3D Segmentation

3D Completion

30 Reconstruction

Ground Removal

Calculate Scale

Marker Labeling {(Show Predictionz} [::::::>
Marker Labeling (Hide Predictions) l

3D Segmentation

3D Completion

Figure 23. Hiding predicted locations for calibration objects.

3D SEGMENTATION

Segmenting a reconstructed 3D point cloud into instances is a cutting-edge technology for scene
understanding in computer vision. I-RIPRAP 3D integrates PointGroup (Jiang, 2020), a deep-learning
based high-performance 3D instance segmentation model, to help segment riprap instances.

1. Click the 3D Segmentation button (Figure 24), and the 3D segmentation result will pop out
(Figure 25 and Figure 26).

2D Reconstruction

Ground Removal

Calculate Scale

Marker Labeling (Show Predictions}

Marker Labeling {(Hide Predictions}

30 Segmentation I

3D Completion

Figure 24. 3D segmentation button.
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Note:

e The point clouds that pop up with window names “Figl” and “Fig2” can be rotated by
dragging the point cloud model. Zoom in and zoom out by rotating the mouse wheel.

Rotate, zoom in, or zoom out on any point cloud in “Fig 1,” and the other two point clouds
in “Fig 1” will rotate synchronously.

- Wiy, o=y ~

=3

Raw Point Cloud

Point Cloud by Instance (shifted coordinates)

Point Cloud by Instance

(a) (b) (c)

Figure 25. Visualizations of point cloud segmentation “Fig 1”: (a) raw input point cloud, (b) shifted
coordinates point cloud by instance, and (c) point cloud by instance.

Fig2

Point Cloud by Instance Label

Figure 26. Point cloud by instance label “Fig 2.”
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3D COMPLETION

Filling unseen parts of a segmented instance point cloud can be helpful for providing a complete
description for each riprap instance. Another latest deep learning-based model, SnowflakeNet (Peng
Xiang, 2021), is integrated for this task.

1. Click the 3D Completion button (Figure 27), and the 3D completion result will be saved in the
folder /PATH/OUTPUT/dense/0/fused_clean_segmentation

fused_clean_segmentation

0 Recent

partial

% Starred
30 Reconstruction

31 Home segmentation_Raw Point Cloud.png

Ground Removal

tion_Point Cloud by Instance (shifted coo...

Calculate Scale

segmentation_Point Cloud by Instance.png

Marker Labeling {Show Predictions) |

segmentation_033_Upsampled Cloud P3 (N=16,38

Marker Labeling {Hide Predictions)

segmentation_033_

(& Pictures

3D Segmentation i B Videos - fused_clean_segmentation 033

30 Completion

- fused_clean_segmentation_033_Rearranged Clouc

Other Locations n fu an_segmentation_033_Partial Point Cloud (N=2048).png

- fused_clean_segmentation_033_Coarse Seeds (N=256).png

Y fused clean_segmentation_032_Upsampled Cloud P3 (N=16,38

Figure 27. 3D completion results.
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APPENDIX

EXAMPLE INPUT FILES

The input files for the I-RIPRAP 3D software should be multiple photos taken using a single camera
from different viewpoints (Figure 28). Common image formats (JPG, PNG, BMP) are supported.

Input photos with larger resolutions offer better reconstruction quality but will also take more time
to finish processing.

Figure 28. Example input images.
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EXAMPLE OUTPUT FILES

Riprap Morphological Properties Summary Table

The fused_clean_segmentation.xlIsx file summarizes the equivalent spherical diameter (ESD), shortest
dimension (a), intermediate dimension (b), longest dimension (c), volume, surface area, 3D flat and
elongated ratio (FER), and 3D sphericity of each individual riprap particle (Figure 29).

3 AutoSave (@ orr) fused_clean_segmentationxlsx ¥ 2 search Ding, Kelin @ & = [m] ks
File Home Insert Page Layout Formulas Data Review View Automate Help Acrobat Team | = comments |
9 . EHD % [calibri Ji a  [General ~| | [l conditional Formatting ~ @ /C) [@\j

cOA [
Paste M~ B I U~ A A $ ~ % 9 [ Formatas Table~ cdls | Editing | Ansiyze
M- Y O A L2 0 58 [ Cell Styles ~ v v Data
Undo  Clipboard 1§ Font 5] Alignment 5 humber & Styles Analysis  Sensitivity v
AL v fe ~
A C D E F G H | ] L M N o] -
1 "o 1 N2 s F'a s e N7 s N'a o nl ! !
2 ESD {cm) 21.896 17.436 12.704 21.826 12.805 12.806 14.03 17.93 17.236 15.74 17.14 18.482 13.002 19.223
3 a(em) 18.632  16.087 10.241  20.05 11.225 13.847 13.019 1168 14386 12174 12287 16968 12.007  18.08
4 b (cm) 21.459 19.372 16.182 26.882 17.546 15.22 15.906 25.99 23.355 22.629 23.212 20.746 14.258 25.851
5 c (cm) 31.21 22.333 18.214 34.533 19.338 18.351 24.119 27.495 25.866 26.091 26.69 29.565 25.807 25.923
6 _Volume (cmA3) | 5496.442 2775.52 1073.565 5444.001 1099.335 1099.729 1445.981 3018.165 2704.295 2041.62 2636.505 3305.468 1150.981 3719.106
7 | Area(cmn?) | 1815.697 1137.465 623.99 1891.574 665478 654.187 791461 1347.069 1178.706 1133.34 1177.268 1333.105 791016 1443.252
8 FER3D 1.675 1.388 1778 1722 1723 1325 1.853 2.354 1.798 2.143 2172 1.742 2.149 1434
L] Sphericity3D 0.83 0.84 0.813 0.791 0.774 0.788 0.781 0.75 0.796 0.687 0.784 0.805 0.671 0.804 o
Completion + < »
Ready % Accessibility: Good to go ] m -— ¢+ 10m%

Figure 29. Example RIPRAP morphological properties summary table.

Top Views of Up-sampled Partial Point Clouds from Segmentation

Figure 30 presents intermediate and final reconstruction results from coarse seeds to upsampled
clouds. “N” in the filename is the number of points in the point cloud. Point clouds with “P3” in the
filename are the final results.

Figure 30. Top views of up-sampled partial point clouds from segmentation.
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Segmented Partial Point Clouds

In the /PATH/OUTPUT/dense/0/fused_clean_segmentation/partial folder, segmented partial point
clouds for each individual riprap particle are saved as .ply files (Figure 31). They can be opened by
MeshLab.

MeshLab 2022.02 - [Project_1]

& File Edit Fiters Render View Windows Tools Help

"o eesEe O

M=K fused_clean_segmentatio. i} no

o fused_clean_segmentatio, im0 @

Fle  fused_clean_segmentatio.
Vertices 2048
Faces 0

1|(2]|a]|a FENIERIE
fused_clean_segmentation 000 c...te.ply

w n o
Shading vert Dot Decorator | Nane

Color Mesh  User-Def

Paint Size =

apply to all visible layers

Figure 31. Segmented partial point cloud example.

Note: MeshLab can be opened by double clicking the MeshLab.Applmage icon on the desktop (Figure
32).

MeshLab.
Applmage

Figure 32. Opening MeshLab.

Completed Point Clouds and Meshes

In the /PATH/OUTPUT/dense/0/fused_clean_segmentation/complete folder, the completed point
clouds and meshes for each individual riprap particle are saved as .ply files (Figure 33 and Figure 34).
They can be opened by MeshLab.
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MeshLab 2022.02 - [Project_1] B & &
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Project_1 @®

22 fused_clean s

1 2 3 4 1 2 3 4
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apply to all visible layers

B & &
& File Edit Filters Render View Windows Tools Help =@ |6
T FEC QO HE S i TakDi€E - X
Project_1 e
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3 fused clean_segmenta.

1/{2]|3]|a 1/l2/|3|la
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apply to all visible layers

Figure 34. Completed mesh example.
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